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Abstract: Facial Expression Recognition (FER) is progressively picking up significance in different Affective computing applications. FER contributes to various application domains like computer vision, image processing, human computer interaction, information security, affective computing. This paper describes various emotion recognition techniques like LBP, and their performance is listed. Two common methods of Facial Expression Recognition System are appearance based and geometry based. This paper aims at describing a general procedure of how to recognize various facial expressions and making comparative study of various procedures. Also, describes various problems in facial expression recognition systems and methods implemented in resolving those issues.

Index Terms— Expression Recognition, Affective computing, Emotion Recognition, Facial Expression Recognition.

1. INTRODUCTION

Affective computing deals with machines and emotions. Emotion recognition[6][7] is very essential to develop effective Human Computer Interaction[8]. Human emotions are recognized by various non-verbal cues like facial expressions, gestures, body posture or speech. Among them facial expressions is easy to obtain. Facial expressions can be used to obtain 7 categories of expressions like neutral, happiness, surprise, disgust, fear, anger and surprise. The general procedure of determining facial expressions has three important steps (fig.1) . An image is given as input. The first step is the detection of face in the image in which important features are extracted and then face is identified. The second step is to extract the expression features from the image. Then extracted features are given to the classifier to identify the expressions as output.

Fig.1. General procedure of Facial Expression Recognition.

2. EMOTION RECOGNITION SYSTEM

Emotion Recognition System[6][7] involves the process of acquiring the images, processing the images, detection of faces then extracting the expression features. The System consists of three main steps. First step is to identify the face region from the acquired image and then pre-processed so as to minimize the environmental and other variations in the image. The next step is to extract expression features which are then classified in the third step. The classifier provides the output of the expression which is recognized.

i) FACE DETECTION

Face detection process is to extract the face region from the background. Input images having various illumination conditions and complex backgrounds can be confusing to identify the expressions. It involves segmentation and extraction of facial features from uncontrolled background.

ii) PRE PROCESSING OF AN IMAGE

The image pre-processing step is important in facial expression recognition. Raw images may be corrupted with noise and unwanted effects. If the test image has different illumination conditions to that of the training set images the facial expression recognition may fail. To minimize the environmental and illumination changes in the image the image is pre-processed. The motive of image pre-processing step is to obtain images of normalized intensity so that illumination and environmental changes will have no effect.

iii) FEATURE EXTRACTION

The process of translating the features from the input image into some set of features is termed as feature extraction. Feature extraction helps in reducing the huge
amount of data to small data which increases the computational efficiency. A set of points are selected which represent the characteristics of human face. The face parts like mouth corners, eyebrows are identified using features such as pixel intensities.  

The two main categories of feature extraction methods used in Facial Expression Recognition system are: Geometric based features[5] and Appearance based features[5].

1) Geometric based : In this, geometric feature vectors are formed considering geometric relationships such as angles and positions between different facial parts like nose, eyes, ears. The facial expression is determined by the movement of the facial points. The effectiveness of this method is dependent on the accurate detection of facial components. The crucial task in this method is to determine and track the exact point in face region.

2)Appearance based : The features focus on facial appearances like bulges, wrinkles around mouth and eyes. This method applies image filters on the whole image to extract a feature vector. Appearance based algorithms are of wide range. These include Local binary Patterns(LBP)[4], Local directional Patterns(LDP)[5], Local Directional Ternary Patterns(LDTP)[9], Gabor wavelets[10].

iv) CLASSIFICATION  
The features extracted from previous block tries to classify the features based on the similarities between the feature data. Classification is done by supervised learning. The classifier has to be trained first and then the input test data is given to recognize the expression of the image.

3. DATASETS  

4. FEATURE EXTRACTION  
Facial expressions are instinctively dynamic in nature, while static FER systems are those which rely on static facial features. In order to capture the expression dynamics of facial expression sequences saptio-temporal features[11] are utilized. In [11] proposed a new spatio-temporal feature representation learning for FER system that sustains expression intensity variations. In this paper, they used representative expression states (e.g., onset, apex, offset expressions) that specifies the facial sequences regardless the expression intensity. As RGB image reveal person's identity leading to problems related to privacy, RGB images are replaced with depth images. Modified Local Directional Patterns (MLDP)[5] is used, which considers the top directional strengths with respect to the signs. Also, depth images solve the issue of pixel intensities.

In [14] proposed, special coefficients called as action units (AU) for seven facial expressions which were used as features. Softmax Regression deep sparse auto encoder network (SRDSAN) [13] is proposed to recognize facial expression. Region of interest (ROI) (mouth, eyes, eyebrows) are chosen as extracted areas of facial expression features. Auto encoder, which is able to reconstruct the data and change the representation of data which helps in increasing learning efficiency. Sparsity, is applied to auto encoder which helps in reducing the computational complexity. A pose-based Hierarchical bayesian theme model [12] is proposed to address challenges multi pose facial expression recognition (FER). Before recognizing an expression, an intermediate face
representation is learned using local appearance features and geometric information.

Translation of facial image may deteriorate recognition performance and lack of robust classifiers are 2 limitations of emotion recognition systems. To resolve this, Stationary wavelet entropy [15] is used to extract features. Local directional ternary pattern (LDTP) [9] is used as face descriptor for facial expression recognition. LDTP encodes information of emotion-related features (i.e., eyes, eyebrows, upper-nose and mouth) using directional information and ternary patterns.

4.1 CLASSIFICATION


4.2 PARAMETERS

Parameters \( \eta, \alpha, \beta, \theta \) and \( \xi \) are used in [12]. Dirichlet hyperparameters 'a' are estimated using maximum likelyhood estimation [16]. \( \beta, \theta \) and \( \xi \) are estimated using Expectation Maximization (EM) [12]. Generalized linear model (GLM) parameters also used in [12]. Gradient Descent method is employed to obtain optimal sparse parameters [13]. Common Controlling Parameters (CCP) are used in [15]. As, all algorithms have same Common Controlling Parameters (CCP) [15] with size of population 20. Parameters in [11]E1,E2,E3,E4,E5. Where 'E1' minimizing expression classification error, 'E2' minimizing intra-class variation, 'E3' minimizing expression-state classification error, 'E4' minimizing expression-state variation, 'E5' preserving expression-state continuity.

5. EXPERIMENTAL RESULTS AND DISCUSSIONS

<table>
<thead>
<tr>
<th>S.No</th>
<th>Reference</th>
<th>Approach</th>
<th>Feature extraction</th>
<th>Classifier</th>
<th>Database</th>
<th>Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>[5]</td>
<td>DBN</td>
<td>MLDP</td>
<td>GDA</td>
<td>RGB images, Depth Images</td>
<td>93.33, 96.25</td>
</tr>
<tr>
<td>2</td>
<td>[11]</td>
<td>CNN</td>
<td>spatio-temporal feature representation</td>
<td>LSTM</td>
<td>MMI, CASME II</td>
<td>78.61, 60.98</td>
</tr>
<tr>
<td>3</td>
<td>[12]</td>
<td>Hierarchical Bayesian Theme Model</td>
<td>SIFT</td>
<td>Pose-LDA</td>
<td>BU3DFE, RAFD, KDEF</td>
<td>79.11, 74.91, 74.91</td>
</tr>
<tr>
<td>4</td>
<td>[9]</td>
<td>Cross-Validation</td>
<td>LDP^t_{22}</td>
<td>SVM</td>
<td>JAFFEE, MMI, GEMEP-FERA, BU-3DFE, CMU-PIE</td>
<td>94.8, 99.8, 81.3, 88.1, 89.5</td>
</tr>
<tr>
<td>5</td>
<td>[13]</td>
<td>SRDSAN</td>
<td>DSAN</td>
<td>SR</td>
<td>JAFFE, CK+</td>
<td>89.12, 89.03</td>
</tr>
<tr>
<td>6</td>
<td>[14]</td>
<td>k-NN and MLP</td>
<td>Action Units</td>
<td>3-NN, MLP</td>
<td>KDEF, KDEF</td>
<td>90.00, 96.00</td>
</tr>
</tbody>
</table>
The analysis of various facial expression recognition systems is as follows. RGB images are replaced by Depth images in [5] to resolve privacy issue and noise due to illumination. As pixel intensities in depth images [5] remain unchanged even under noisy conditions. Though [5] resolves few issues, it is constrained only to pose-based expressions. To obtain expression dynamics of facial expression sequences, spatio-temporal features [11] are utilized as static facial features could cause feature confusion between facial expression features and facial identity features. Inspite of resolving the issue of expression dynamics [11] has an average performance of about 78%. Multi-pose FER system is addressed in [12] as pose invariant FER systems are robust in nature. [12] has too many parameters and its performance is about 79%. [9] has optimum recognition rate in various kinds of databases ranging from microexpression dataset. Also [9] there are too many parameters hence increases the computational complexity. Sparsity [13] is applied to reduce the computational complexity, with recognition rate of about 89%.

6. CONCLUSION

The objective of this paper is to give a brief overview of Facial Expression Recognition system and to discuss various techniques adopted to implement FER system. A robust FER system, has to satisfy the performance in terms of accuracy, computational complexity, recognition rate. In addition, an FER system should satisfy pose-invariance, illumination variance.
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